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Abstract. This paper describes about an android application named “EyeHope”
whose sole purpose is to reduce the dependency level of the blind and visually
impaired people. This application would help them decrease the communication
gap by allowing them to perceive and identify the expressions of the person they
are communicating with, whether the person is speaking or just listening to
them. This would be an android based application. This paper also states about
the real-time system communication with blind and visually impaired people
using frames captured by mobile camera which would then be processed.
Processing includes face detection and emotion detection using OpenCV. The
output would be the emotion of the person whose image had been processed.
This output would be converted from text to speech so that the blind person
could listen to it through earphones connected to his/her phones. Its imple-
mentation and future enhancements will definitely be going to improve the life
style of blind or visually impaired people by allowing them to effectively
communicate with people around them.
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1 Introduction

Human senses are an essential part of human body through which a person can manage
to survive in the current society. But in the case when a person is blind or visually
impaired, the inability to identify the presence of people normally at home or during
meetings becomes inconvenient for them [1, 29]. Real-time face recognition [4, 30],
text recognition [2, 31] and object detection [5, 32] are some of the dominant devel-
oped applications. Machine learning employs algorithms that can find patterns from
exemplars and make data driven predictions. Thus, computers have the ability to learn
and act without being given explicit directions by mimicking the human cognitive
framework of collecting and applying knowledge to make decisions [7, 33]. Further-
more, algorithms used for face detection are proposed by Voila and Jones [4, 34] and
Eigenfaces (Principle Component Analysis) are used in order to identify gestures, facial
expressions and emotions [3, 35]. The present work is focused on developing face
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detection and face recognition algorithms to be used by visually impaired people [1,
36]. The previous research also says that body movement can also become a part for
detecting emotions of the humans. But the emotion communication through bodily
expressions has been a neglected area for much of the emotion research history [6, 37].
Over the last two decades, researchers have significantly advanced human facial
emotion recognition with computer vision techniques. Historically, there have been
many approaches to this problem, including using pyramid histograms of gradients
(PHOG) [8], AU aware facial features [9], boosted LBP descriptors [10], and RNNs
[11, 38]. However, recent top submissions [12, 13, 39] to the 2015 Emotions in the
Wild (EmotiW 2015) contest for static images all used deep convolution neural net-
works (CNNs). The classification of emotions is also a huge milestone to cover. As, in
classification problems, good accuracy in classification is the primary concern; how-
ever, the identification of the attributes (or features) having the largest separation power
is also of interest [14, 40, 51].

Below, Sect. 2 describes background work done by various researchers in the
literature. Section 3 describes various attempts from the past to solve the emotion
detection through software applications and how our approach is different from others.
Section 4 describes our approach towards building the application and the workflow
we used for developing the application. Section 5 describes the Methodology and tools
and packages used to build the application and also the comparison between different
tools. The section also explains the working of each feature of the application in detail.
Section 6 includes experimental analysis conducted with different algorithms for cal-
culating the accuracy and selection of algorithm. The section also provides an insight of
our experiments and results derived from those experiments for building the
application.

2 Literature Review

Understanding emotional facial expressions accurately is one of the determinants in the
quality of interpersonal relationships. The more one reads another’s emotions correctly,
the more one is included to such interactions. The problems in social interactions are
shown in some psychopathological disorders may be partly related to difficulties in the
recognition of facial expressions. Such deficits have been demonstrated in various
clinical populations. Nonetheless, with respect to facial expressions, there have been
discrepant findings of the studies so far [15, 23, 41, 52]. The process of emotion
recognition involves the processing images and detecting the face then extracting the
facial feature. Facial Expression Recognition consists of three main steps. In first step
face image is acquired and detect the face region from the images and pre-processes the
input image to obtain image that have a normalized size or intensity. Next is expression
features are extracted from the observed facial image or image sequence. Then
extracted features are given to the classifier and classifier provides the recognized
expression as output [16, 24, 42]. In the past researches, it is also stated that Principal
Component Analysis [17, 43], Local Binary Pattern (LBP) [18, 44], Fisher’s Linear
Discriminator [19, 45] based approaches are the main categories of the approaches
available for feature extraction and emotion recognition [16, 28, 46]. There are various
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descriptors and techniques used in facial expression recognition like the Gradient faces,
local features, local binary pattern (LBP), local ternary pattern (LTP), local directional
pattern (LDiP) and Local derivative pattern (LDeP) [20, 47].

Many studies on facial expression recognition and analysis have been carried out
for a long time because facial expressions play an important role in natural human-
computer interaction as one of many different types of nonverbal communication cue
[21, 48]. Paul Ekman et al. postulated six universal emotions (anger, disgust, fear,
happiness, sadness, and surprise), and developed Facial Action Coding System (FACS)
for taxonomy of facial expressions [22, 27, 49].

3 Approach

Advance technology is an integral part of the twenty first century. Initially it was
thought that the fascinating ideas of upcoming scientists are reviving the lifestyle of
those who are physically well and want to make their life even more convenient. There
should be something for those who are already bereaved from their physical senses due
to some reasons. There should be some technological initiatives which will pull them
out from the sphere of blindness and will guide them towards self-reliant and inde-
pendency. The purpose behind developing this application is to use the current
advanced technological resources so that blind and visually impaired people can live
their life conveniently and independently. Our Analyst team specifically targeted and
started taking interviews from people related to different societal classes (such as
literate or illiterate, employees or managers, etc.) who are blind or visually impaired.
After concluding their answers and findings, it was observed that the most common and
foremost problem they face in their daily routine is that they face difficulty while
inferring about the number of people in front of them on a particular moment as well as
they face hurdles while interpreting the expressions/emotions of people which are
communicating with them on that moment. Most of the interviewee’s said that when
the audience in front of them is verbally communicating (talking), the blind one can
barely judge what expressions currently are on the faces of audience. But when that
verbal communication between them stops, it is quite hard to judge the expressions of
that audience. These minor but daily occurring difficulties motivated us to develop
something that could help blind or visually impaired people to overcome these hurdles.

Now days, each and every individual whether he/she is a youngster or older, owns a
smart phone. A global research says that there are 2.32 billion people who owns and
know how to use a smart phone [25, 26, 50]. Concluding all these findings and
researches, it was decided that there should be an application developed for blind and
visually impaired people, which will help them to interpret number of people in front of
them as well as acknowledge them with the emotion on the faces of each detected
person.

After analyzing the targeted user problems and setting project goal, technical tools,
platform on which application should be built, algorithms which should be used for
getting good results were discussed and implemented in detailed manner which is
briefly described in next section.
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4 Methodology

In the global market, there is 80% of the population which chooses android as their
Smartphone platform. From this fact, it was decided to keep our application android
based. Not only this, android also provides best prices to fit customer needs. Higher
level of customization, multi-tasking and Google integration makes android the most
preferred platform among consumers.

As EyeHope is a computer vision related software system, OpenCV was suggested
by many of the experienced professionals. OpenCV (Open source Computer Vision
Library) is an efficient open source computer vision and ML (Machine Learning)
library that provides a common infrastructure for computer vision based applications.
OpenCV contains approximately 2500 optimized and efficient algorithms. These
algorithms can be used to perform multiple computer vision related tasks. OpenCV has
its user community which is based on more than 47 thousand users as well as its
number of download is exceeding a count of 14 million. As the matter of its usage and
popularity, the companies such as Google, Microsoft, IBM, Intel, Yahoo, Sony and
many more have used OpenCV for their startup products. To acquire a commercial
single user license for Matlab it would cost USD 2150 whereas the OpenCV’s BSD
license is free and easily available for users. These are only physical or social measures
of OpenCV but what about its technical benefits? Most of the computer vision related
projects or applications are confused between OpenCV and Matlab. The reasons behind
choosing OpenCV as first priority of these applications are that if we compare these
developmental tools, on the basis of speed, MATLAB is built on Java, and Java is built
upon C. So, when you run a MATLAB program, your computer is busy trying to
interpret all that MATLAB code. Then it turns it into Java, and then finally executes the
code. OpenCV, on the other hand, is basically a library of functions written in C/C++.
You are closer to directly providing machine language code to the computer to get
executed. So ultimately you get more image processing done for your computers
processing cycles, and not much interpreting. In the case of computer vision related
programs, From Matlab, we would get 3 to 4 frames analyzed per second whereas from
OpenCV, we would get at least 20 to 30 frames analyzed per second which result in
real-time detection.

If these tools are compared on the basis of the resources it need, then due to the
high-level nature of MATLAB, it uses a lot of your systems resources. MATLAB code
requires over a gig of RAM to run. In comparison, typical OpenCV programs only
require *70 mb of RAM to run in real-time.

There are several algorithms which are used for computer vision and image pro-
cessing related systems. But the algorithm which best suit’s in the case of EyeHope
application is Fisher Face algorithm. When the goal of application is classification
rather than representation, the eigenfaces/least-squares may not provide the best
desirable results. For this, it is necessary that there should be a subspace that maps the
sample vector of same class in a single point of feature representation. To find such
subspace, the technique mostly used is known as Linear Discriminant Analysis. When
linear discriminant analysis technique is used to find the subspace representation of a

618 Z. A. Memon et al.



set of face images, the consequential basis vector defining the space is called fisher
faces.

For computing Fisherfaces, it is to be assumed that each of the class is normally
distributed. The multivariate normal distribution is denoted by Ni(li, Ri), mean is
denoted by li, covariance matrix by Ri and its probability density function by fi(x|li,
Ri). In this case, we have more than two classes for which its procedure will minimize
within class differences and maximize between class distances. For the class differences
computed using the within class scatter matrix is given by:

Sw ¼
X

Cj ¼ 1
X

nji ¼ 1 xij� ljð Þ xij� ljð ÞT

Whereas between class differences are estimated using the between class scatter
matrix is given by:

Sb ¼
X

Cj ¼ 1 lj� lð Þ lj� lð ÞT

Where, l shows the mean of all classes. The above computations results in gen-
eralized eigenvalue decomposition which is represented by:

SbV ¼ SwVK

Where V represents matrix of eigenvectors and K represents diagonal matrix of
consequent eigenvalues. The eigenvector of V related to non-zero eigenvalues are the
Fisherfaces.

One of the basic advantages of fisherface algorithm is that it is used for classifi-
cation purpose and is quite faster than some of the existing algorithms. It uses dis-
criminable linear projection model.

For the development of the application, first step was to configure and integrate
OpenCV with android which required a bit research and tutorials for its successful
completion. The next step was to create user friendly interface. The colors, font size,
design and sound quality of application was properly checked so that the users (blinds
and visually impaired people) can operate the application in a very convenient way.
After this, the first feature of the application (detecting number of people adjusting in
the frame of mobile screen) was focused in a very detailed manner. Specifically, Haar
cascade classifiers were collected experimented and were deployed on the application.
The face detection feature was successfully completed and then the focused was shifted
towards emotion detection feature. For this, initially a large amount of dataset was
required. This application was trained on both internal (self-made) and external (image
repositories) datasets. After the dataset collection, the image data was divided for
training and testing purposes. Application was trained and tested several times for
getting accurate results. Several experiments were performed on the application
(specifically on emotion detection feature) to increase its accuracy and to get desired
results.

Finally, the application was tested by users in their respective environment.
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5 Experiments

After developing the application using methodology described above, our focus was to
increase the accuracy to the maximum level. The dataset we used to train and test the
machine was Cohn Kanade Dataset which consists of the images of 123 subjects with 8
emotions. Using this dataset, we achieved an accuracy of 67%. Handling the noises in
dataset and over-fitting of different classifiers our accuracy was close to 73.7%.

We then worked on ways to improve the accuracy of our application. Through in-
depth analysis and research, we found out that FisherFace classifier usually performs
better than the results we acquired. So, we switched our focus on the dataset we were
working on. Our team paid a visit to community schools and other places to collect our
own realistic dataset in order to help the algorithm correctly classify the emotions. Our
dataset was diversified as it includes subjects belonging to almost all age groups. We
then filtered the dataset to remove any discrepancies. We designed the final dataset by
cleansing and then merging both of the datasets, i.e. the Cohn Kanade dataset and our
own dataset. We tested our application on the combination of some emotions, so as to
know which emotions are classified better and which of them need improvements. We
acquired the following results (Table 1):

After many optimizations and observing our application by applying various
approaches, our final accuracy was around 85.53%. This reflects that the emotions
detected by EyeHope application are more likely to match the interpretation of a
normal human observer.

6 Conclusion

Our aim was to create a solution to assist blind people and help them communicate
effectively using the technological advancements. We made use of OpenCV library for
Android and Android Studio to develop an Android application. This application works
real time. It captures, on average, 30 frames per second, from the mobile camera and
uses Haar Cascade Classifiers to detect the frontal face and crops it. The picture is then
converted to gray scale and tested on the set of emotions. We used the FisherFace
Classifier provided by the OpenCV for Machine Learning. Moreover, the dataset we

Table 1. Accuracy results of the combination of some different emotions

Emotions Accuracy achieved

Neutral and happy 96%
Neutral and disgust 90%
Neutral and angry 80%
Neutral and fear 82%
Neutral and surprise 88%
Neutral and sad 80%
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used is a merger of Cohn Kanade dataset and a dataset prepared by us. Both of the
datasets were filtered and cleaned prior to applying the machine learning techniques.
The application was tested on a set of emotions and was optimized constantly to
improve the accuracy. We are able to achieve around 85.53% accuracy in terms of
correctly classifying the emotions in real time environment. We believe this project is
an important step in creating a sense of self reliability and sustainability among the
disabled community.

7 Future Enhancements

The system of EyeHope application can be enhanced by integrating more features in it
such as, text detection by processing the frames having any kind of text in it, describing
the scenario in the frame, face recognition, object detection and object recognition. The
system can also be enhanced by modifying or polishing the current features like, the
frontal face detection feature can be extended by detecting the face even if camera is
facing only left side of the face or only right side of the face and settings module can
also be modified to implement more filtering options.
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